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ABSTRACT

Bayesian methods have great promise in big data sets, but this promise has not been fully realized due to the lack of scalable computational methods. Usual MCMC and SMC algorithms bog down as the size of the data and number of parameters increase. For massive data sets, it has become routine to rely on penalized optimization approaches implemented on distributed computing systems. However, in scientific applications, it is crucial to obtain a good characterization of uncertainty and not simply a point estimate. To scale up Bayes inference to huge sample sizes, we propose directions ranging from running MCMC in parallel for subsets of the data and then combining to approximate MCMC algorithms that replace expensive sampling steps with approximations. In both cases, we obtain strong theoretical guarantees and substantial practical gains in applications. We also provide initial ideas and results for scaling up to data containing massive numbers of observations per subject motivated by neurosciences and genomics.